Predicate Bimodal Logics with Irreflexive Modality
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In this paper, we discuss predicate extensions of bimodal logics with irreflexive modality [5]. We show that
our intended predicate extension without Barcan formulds) @A > o(V x) A, etc., is complete with respect to
the class of expanding Kripke frames. Suzuki, however, showed that the usual construction of the canonical model
fails [6]. In order to avoid this diiculty, we modify the construction of the canonical model by the idea from [4].

1 Preliminaries

= denotes the equivalence as a symbol strirf@s/X] denotes the results of the simultaneous substitutighfof
all occurrences oX in @, wherea andg are symbol strings.

The bimodal predicate languag# is based on the following alphabet: (i) a countably infinite listfree
variables a, b, ..., (i) a countable infinite list obound variablesx, v, ..., (iii) individual constantsc, d, ...,
(iv) predicate symbolsP, Q, ..., (v) theBoolean logical connectives~, o, (vi) the universal quantifier v, (vi)
the necessity operatorsa, m. Note that our language does not contain function symbols and the equality symbol
for simplicity. Free variables and individual constants are cabehs(written: t, s,...). Formulas(written: A, B,
...) and closed formulas of are defined as usudl, A, ... denote sets of formulas.

A Kripke frameis a quadruplg = (W.R, S, D ) that satisfies the following conditions¢lusion requiremenjs
for anyw,w € W, wWRwW = D(w) c D(w) andwSw = D(w) c D(w’), whereW is a non-empty set of states,
R, S c Wx W, D is a function that assigng € W a non-empty seD(w).

Let us introduce some classes of Kripke frames. We denote the class of all Kripke frafge\g defineK;
as the class of all Kripke framgs= (W R, S, D ) that satisfyS = (RN #), i.e.,wSwW < (WRw andw # w’) for
anyw,w e W.

A valuationV on a Kripke frameg is defined as follows:c¥ € |JyewD(W) for an individual constang;
PY, ¢ D(w)" for ann-ary predicate symbda®. In the case where = 0, we defineP, € { true, false }. A pair(F, V)
of a Kripke frame® and a valuatiory on § is called aKripke modekwritten: 9t).

Consider a Kripke modélt = (W R, S, D,V ). We expand the languagéto the language’[D] that contains
name constantd for anyd € (J,w D(W) other than the alphabets gf. Then, we defin@" = d for any name
constand of M (rigorously, hered” must bed"> whereVp is the expansion of by D).

A formula X of £[D] admits the interpretation with respectoin M = (W R, S, D, V) if for any individual
constantg that occur inX, ¢V belongs toD(w). For a Kripke modeilt = (W R, S,D,V ), w € W, and a closed
formula X of £[D] that admits the interpretation with respectwpa satisfaction relatiortt, w + X (read: X is
true atw of M) is defined as follows:

MW Py, ... 1) = (tY,....tY)eP);
MW~ A MWk A,
Mwi-Ad B I, wr Aordi,wi- B;
M,wi- (VX) A M, wi- Ald/x] for anyd € D(w);
M, w i OA = [WRwW impliesM, x - A] for anyw’ € W,
M, wi- mA < [wSwW impliesIt, x -+ A] for anyw € W.

Definition 1 (Validity). Let & be a Kripke frameA a formula of £, anday, . .., a, all free variables that occur in
A. Aisvalid in & (written: § I+ A) if for any valuationV on &, anyw in &, and anyds, ..., d, € D(Ww),



if A admits the interpretation with respectothen(§, V), w - Ald;/a] - -- [%/an].
Let F be a class of Kripke frame arAla formula of £. Aisvalid in F (written: F - A) if § - Aforany& € F.

Definition 2. Hilbert Calculusk o4 consists of the following set of axiom schemata and rules:

(A1) A>(BoA (o-rule) FromA, we may infemA

(A2) (A>(B>C)>((A>B)>(A>C) (ml) m(A>B)>(mA>mB)

(A3) (~A>~B)>(BoA) (m-rule) FromA, we may infemA

(MP) FromA > BandA, we may inferB (P1) (YX)ADAt/X

(ol) o(A>B)>(oA>oB) (V-rule) FromA > B[a/X], we may inferA> (V X) B (x)

where &) means the condition that free varialal@oes not occur irA or B. Hilbert CalculusKs consists of the
above all schemata, rules, (M@A > mA, and (M2)A A mA D OA. + is defined as usual.

Here we give a derivation of one important theorem (used later)y: mAA~ OA D (OB o B).

1L|r(B>A) Am(B>A)>OBD>A) (M2)

2 | +rmADE(BDA) (ml), (m-rule)
3 |+r(BoA) AmADOBDOA 1,2,PC
4. |+ (B> A) A mAD (oB>oA) 3, (@), PC
5 |r(B>A AmA AOBD>DOA 4, PC

6. | rmAAOBD>OAV ~ (B2 A) 5,PC

7. |+ mAANOBD>DOAVB 6, PC

8. | rmAA ~DOAD (B> B) 7,PC

Itis known thatk .4 is sound and complete with respeckig i.e.,Kg I A<= Kg + Afor anyA(for unimodal
case, see [2, ch.15]). And, it is easy to check #ais sound with respect thi; = {(W R, S,D)|S = (RN #) }.
From now on, we focus on the following questionkis complete with respect th;? That is, doe&; + Aimply
Ks + Afor any A? We will give a positive answer to this question(Theorem 14).

2 Bulldozing in Predicate Modal Logics
In [5], we use the notion op-morphism to prove completeness for propositional pakKsf Let us introduce the
appropriate notion op-morphism matched to our predicate setting (for intuitionistic predicate logic, see [3]).
Definition 3 (p-Morphism Pair) LetF =(W R S,D) andg’ = (W',R,S’,D’) be Kripke frames. Lef : W —
W andg : wew D(W) = Uwew D’(W) be mappings( f,g) is ap-morphism pairf f andg satisfy:
xRyimplies f (X)R f(y). (R-forth)
f(X)RY implies that there existge W such thatf (y) = y andxRy. (R-back)
(S-forth) and G-back) conditions defined similarly.

g[DW)] = D'(f(w)).

&’ is called ap-morphic imageof & (written: & —» &) if there exists gp-morphism paix f, g) such thatf is a
surjective mapping.

Proposition 4. Let ¥ and§’ be Kripke frames witly - &'. Then, for anyA of £, & - AimpliesF’ - A.

Next, we define the notion ai-realizer andm-realization, which is a simple generalization of bulldozing [1,
ch 4.5] used in [5].

Definition 5 (m-realizer) Let & be a Kripke frame ané in K;. A pair( f,g) is called am-realizerif ( f,g) is a
p-morphism pair from® to & and f is surjective.® is a m-realization of{ if there exists a-realizer({ f,g) from
® onto F.

A similar construction to [5, Theorem 4] gives us the following proposition.

Proposition 6 (Existence om-realization) Letd = (W R, S, D) be a Kripke frame that satisfi€Rn #) c S and
S c R. Then, there exists & € K; such that® is a m-realization ofg.



3 Difficulties in Proving Completeness of Ks

In this section, we construct the canonical bimodal méialf Ks according to [2, ch.15] and give a bitfférent
but direct proof of Suzuki’s theorem [6], which says thah(#) c S fails in 9t in spite ofKs + (M2).

Let us introduce some basic notions. A Eetf formulas ha¥/-propertyif for any schema ¥ x) A, there exists
a free variablea such thatA[la/x] > (¥ X)A € I'. We define the notions afonsistent maxima) and maximal
consistent sefMCS) as usual.

We call £’ an extended language df by free variablesf £’ has the same parameters, bound variables, and
logical connectives ag and contains all the free variables gf For an extended languaggs of £ by free
variables V(L) denotes the set of free variables.

For extended language,, £ of L by free variables/; is w-proper sublanguage aof, (written: £; © £»
or Lo 3 L) if V(L1) € V(L2) and|V(L2) \ V(L) = w.

Definition 7 ([2]). Fix a languageL* of which £ is aw-proper sublanguage. Then, the canonical mod&lsois
defined as follows:

W={wc L (A L)[LC LyC L andwis MCS of £, that enjoys/-property]}
WRW < {Aof Ly|ODAew} cw
wSW < {Aof L, |mAew}cw
D(w) = {t of Ly |tis term}
v _
c'=ce UwewD(W) for any constants

(tg,...,th) € Px — P(ty,...,tn) € w, for any predicate symboR.

Fact 8 ([2]). Suppose that’; is w-proper sublanguage aof,. Let A be a consistent set of formulas 6f. Then,
there exists a MCA of £, such thatA € A andA hasVY-property.

Fact 9([2]). Suppose thal c L, & L andwis MCS of£,,. And suppose that mA € w. Then, there is a MCS
w € W with V-property in a languagel,, — £L* such that/,, c £,y and{ ~ AjU{Bof £, |mBew} cw.

However, the canonical model K& does not work well because of the following theorem.
Theorem 10([6]). (RN #) c S fails in the canonical model dfs.

Proof. Let P € £ be 0-ary predicate symbol. Let us consiflet { ~ oP, mP}. Take the following frame if;: W
={0},R={(0,0)},S=0,D(0)={a}, P})’ = false. It is easy to check that for all elementlofs true at 0, i.e.I
is satisfiable irK;. It follows from the soundness &fs with respect tK; thatI is consistent.

Then, we can construct MO8 of £,, 1 £ that enjoys¥-property and satisfie c wand £, — £L*. From
Ks + (mP A~ OP)) o (OB > B), we deduce thatA € wimpliesA € w for any A of L.

Take £,y with £ © L, C Ly C L*. Sincew is consistent, we can construct M@5 of £, that satisfies
w c W and enjoys/-property. Note thawv # w andw’ € W. Fromw c w’, we can deduce thatA € wimplies
A e w foranyA of L. Thus, we conclude thatRw butw # w’.

We prove thatvS w fails. Suppose for contradiction thasS w holds. It follows frommP € wthatP € w by
the definition ofS. By I' = { ~ oP,mP} c w c w, however, we have- oP,mP € w. FromP € w andmP € W/,
we haveoP € w’ by Ks + (M2), which contradicts to~ oP € w'. Thus, we conclude thatS w fails. QED

4 Kripke Completeness

Lemma 11. Suppose thal c £, C £* andw is MCS of£,,. And, suppose that oA € w. Then, (1) there is a
MCSw’ € W with V-property in a languagely, C £* such thatf,, — £, and{ ~ Aju{Bof L,|OBew}cw,
or(2){ ~Aju{Bof Ly|oBew} Cw.

Proof. Suppose that- oA € w. Note thatA is a formula of£,. (Case 1) Assume that mA € w. Clearly,
(1) holds. (Case 2) Assume thmA € w. It follows from Ks + A A mA D oA thatA > OA € w. Since
~ OA € w, we have~ A € w. Let B be a formula of£,, with oB € w. It follows from mA, ~ OA € w and
Ks + mAA~ DA D (OB > B) thatoB > B € w. FromaoB € w, we conclude thaB € w. QED



Definition 12. We definew, S, D, andV in the same way as Definition 7. We define the relafibas follows:
WRW < [w =W and{Aof L |OA e w} Cw]orwSw.
Then(W R, S, D,V ) is calledthe modified canonical model K.

Remark that inclusion requirements are satisfied &nd R and Rn #) c S hold trivially. Note that the
modified canonical model may contaareflexive states.

Lemma 13(Truth Lemma) LetMt be the modified canonical modelk$. Then, for anyw in Mt and anyA of Ly,
M, w i A[E /3] & A e w, whereg are all free variables off,, that occurs inA.

Note thatg; belongs toD(w) and A admits the interpretation with respectvan 9.

Proof. Prove the equivalence by induction on the lengtiA\oft suffices to show the case whekas oC.

(&) Suppose thatC € w. Assume thatvRx. By the definition ofR, (1) [w = x or { Bof £,,|0oB € w}] or
(2) wS x (Case (1)) FronmC € w and (1), we hav€ € w. (Case (2)) It follows fromoC € wandKs + oC > mC
thatmC € w. SincewS x we haveC € w. Thus we deduce th& € w. Note thaf € D(w) c D(x) because of the
inclusion requirement d8. Therefore, by induction hypothesis we hauex I C[& /a] hencedt, w + oC[& /&].

(=) We prove the contraposition. Suppose thé& ¢ w. Then, we deduce that (1) there is a M@Se
W with the Y-property in a language&,y 1 Ly such thatf ~C} U {Bof £L,|mBew} c w,or (2){~C}uU
{Bof £y|oBew} c w. (Case (1)) Observe thatis a formula of£,,. Since~ C € w, we haveC ¢ w'. From
@ € D(w) ¢ D(w), we deduce thabt,w' ¥ C[a/a] by induction hypothesis. It follows frorwSw and the

definition of R thatwRw'. Thus, we haveli, w ¥ 0oC[a /a]. (Case (2)) Clearly~ C € w. Note thafa € D(w).
By induction hypothesis, we has, w ¥ C[3/a]. It follows from { B of £,,|0B € w} € w thatwRw. Therefore,
from I.H., we haveni, w ¥ oC[a /a]. QED

Theorem 14. For any formulaA of £, K; + AimpliesKs + A.

Proof. Suppose thats ¥ A. There exists a MC% of £,, 3 L such thatv hasY-property and~ A € w. Construct
the modified canonical framg of Ks. S ¢ Rand RN #) c S hold trivially. Transform into & € K; by
Proposition 6. we havé » & andd ¥ A (by Truth Lemma and~ A € w). Thus, we conclude tha® ¥ A by
Proposition 4. QED
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