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In this paper, we discuss predicate extensions of bimodal logics with irreflexive modality [5]. We show that
our intended predicate extension without Barcan formulas: (∀ x)�A ⊃ �(∀ x) A, etc., is complete with respect to
the class of expanding Kripke frames. Suzuki, however, showed that the usual construction of the canonical model
fails [6]. In order to avoid this difficulty, we modify the construction of the canonical model by the idea from [4].

1 Preliminaries

≡ denotes the equivalence as a symbol string.α[β/x] denotes the results of the simultaneous substitution ofβ for
all occurrences ofx in α, whereα andβ are symbol strings.

The bimodal predicate languageL is based on the following alphabet: (i) a countably infinite list offree
variables: a, b, . . . , (ii) a countable infinite list ofbound variables: x, y, . . . , (iii) individual constants: c, d, . . . ,
(iv) predicate symbols: P, Q, . . . , (v) theBoolean logical connectives: ∼, ⊃, (vi) theuniversal quantifier: ∀, (vi)
thenecessity operators: �, �. Note that our language does not contain function symbols and the equality symbol
for simplicity. Free variables and individual constants are calledterms(written: t, s, . . . ). Formulas(written: A, B,
. . . ) and closed formulas ofL are defined as usual.Γ, ∆, . . . denote sets of formulas.

A Kripke frameis a quadrupleF = 〈W,R,S,D 〉 that satisfies the following conditions (inclusion requirements):
for anyw,w′ ∈ W, wRw′ =⇒ D(w) ⊂ D(w′) andwS w′ =⇒ D(w) ⊂ D(w′), whereW is a non-empty set of states,
R, S ⊂W×W, D is a function that assignsw ∈W a non-empty setD(w).

Let us introduce some classes of Kripke frames. We denote the class of all Kripke frame byK0. We defineK1

as the class of all Kripke framesF = 〈W,R,S,D 〉 that satisfyS = (R∩ ,), i.e.,wS w′ ⇐⇒ (wRw′ andw , w′) for
anyw,w′ ∈W.

A valuationV on a Kripke frameF is defined as follows:cV ∈ ⋃
w∈WD(w) for an individual constantc;

PV
w ⊆ D(w)n for ann-ary predicate symbolP. In the case wheren = 0, we definePV

w ∈ { true, false }. A pair 〈F,V 〉
of a Kripke frameF and a valuationV onF is called aKripke model(written:M).

Consider a Kripke modelM = 〈W,R,S,D,V 〉. We expand the languageL to the languageL[D] that contains
name constantsd for any d ∈ ⋃

w∈W D(w) other than the alphabets ofL. Then, we definedV = d for any name
constantd of M (rigorously, heredV must bedVD whereVD is the expansion ofV by D).

A formula X of L[D] admits the interpretation with respect tow in M = 〈W,R,S,D,V 〉 if for any individual
constantsc that occur inX, cV belongs toD(w). For a Kripke modelM = 〈W,R,S,D,V 〉, w ∈ W, and a closed
formula X of L[D] that admits the interpretation with respect tow, a satisfaction relationM,w 
 X (read: ‘X is
true atw of M’) is defined as follows:

M,w 
 P(t1, . . . , tn)⇐⇒ 〈 tV1 , . . . , tVn 〉 ∈ PV
w;

M,w 
∼ A⇐⇒ M,w 1 A;

M,w 
 A ⊃ B⇐⇒ M,w 1 A orM,w 
 B;

M,w 
 (∀ x) A⇐⇒ M,w 
 A[d/x] for anyd ∈ D(w);

M,w 
 �A⇐⇒ [wRw′ impliesM, x 
 A] for anyw′ ∈W;

M,w 
 �A⇐⇒ [wS w′ impliesM, x 
 A] for anyw′ ∈W.

Definition 1 (Validity). Let F be a Kripke frame,A a formula ofL, anda1, . . . , an all free variables that occur in
A. A is valid inF (written:F 
 A) if for any valuationV onF, anyw in F, and anyd1, . . . , dn ∈ D(w),



if A admits the interpretation with respect tow, then〈F,V 〉,w 
 A[d1/a1] · · · [dn/an].

Let F be a class of Kripke frame andA a formula ofL. A is valid in F (written: F 
 A) if F 
 A for anyF ∈ F.

Definition 2. Hilbert CalculusK�� consists of the following set of axiom schemata and rules:

(A1) A ⊃ (B ⊃ A) (�-rule) FromA, we may infer�A
(A2) (A ⊃ (B ⊃ C)) ⊃ ((A ⊃ B) ⊃ (A ⊃ C)) (�1) �(A ⊃ B) ⊃ (�A ⊃ �B)
(A3) (∼ A ⊃∼ B) ⊃ (B ⊃ A) (�-rule) FromA, we may infer�A
(MP) FromA ⊃ B andA, we may inferB (P1) (∀ x) A ⊃ A[t/x]
(�1) �(A ⊃ B) ⊃ (�A ⊃ �B) (∀-rule) FromA ⊃ B[a/x], we may inferA ⊃ (∀ x) B (∗)

where (∗) means the condition that free variablea does not occur inA or B. Hilbert CalculusKs consists of the
above all schemata, rules, (M1)�A ⊃ �A, and (M2)A ∧ �A ⊃ �A. ` is defined as usual.

Here we give a derivation of one important theorem (used later):Ks ` �A∧∼ �A ⊃ (�B ⊃ B).

1. ` (B ⊃ A) ∧ �(B ⊃ A) ⊃ �(B ⊃ A) (M2)
2. ` �A ⊃ �(B ⊃ A) (�1), (�-rule)
3. ` (B ⊃ A) ∧ �A ⊃ �(B ⊃ A) 1, 2, PC
4. ` (B ⊃ A) ∧ �A ⊃ (�B ⊃ �A) 3, (�1), PC
5. ` (B ⊃ A) ∧ �A ∧ �B ⊃ �A 4, PC
6. ` �A ∧ �B ⊃ �A∨ ∼ (B ⊃ A) 5, PC
7. ` �A ∧ �B ⊃ �A∨ B 6, PC
8. ` �A∧ ∼ �A ⊃ (�B ⊃ B) 7, PC

It is known thatK�� is sound and complete with respect toK0, i.e.,K0 
 A⇐⇒K�� ` A for anyA(for unimodal
case, see [2, ch.15]). And, it is easy to check thatKs is sound with respect toK1 = { 〈W,R,S,D 〉 |S = (R∩ ,) }.
From now on, we focus on the following question: isKs complete with respect toK1? That is, doesK1 
 A imply
Ks ` A for anyA? We will give a positive answer to this question(Theorem 14).

2 Bulldozing in Predicate Modal Logics

In [5], we use the notion ofp-morphism to prove completeness for propositional part ofKs. Let us introduce the
appropriate notion ofp-morphism matched to our predicate setting (for intuitionistic predicate logic, see [3]).

Definition 3 (p-Morphism Pair). Let F = 〈W,R,S,D 〉 andF′ = 〈W′,R′,S′,D′ 〉 be Kripke frames. Letf : W→
W′ andg :

⋃
w∈W D(w)→ ⋃

w′∈W′ D′(w′) be mappings.〈 f ,g 〉 is a p-morphism pairif f andg satisfy:

xRyimplies f (x)R′ f (y). (R-forth)

f (x)R′y′ implies that there existsy ∈W such thatf (y) = y′ andxRy. (R-back)

(S-forth) and (S-back) conditions defined similarly.

g[D(w)] = D′( f (w)).

F′ is called ap-morphic imageof F (written: F � F′) if there exists ap-morphism pair〈 f ,g 〉 such thatf is a
surjective mapping.

Proposition 4. LetF andF′ be Kripke frames withF� F′. Then, for anyA ofL, F 
 A impliesF′ 
 A.

Next, we define the notion of�-realizer and�-realization, which is a simple generalization of bulldozing [1,
ch 4.5] used in [5].

Definition 5 (�-realizer). Let F be a Kripke frame andG in K1. A pair 〈 f ,g 〉 is called a�-realizer if 〈 f ,g 〉 is a
p-morphism pair fromG to F and f is surjective.G is a �-realization ofF if there exists a�-realizer〈 f ,g 〉 from
G ontoF.

A similar construction to [5, Theorem 4] gives us the following proposition.

Proposition 6 (Existence of�-realization). LetF = 〈W,R,S,D 〉 be a Kripke frame that satisfies(R∩ ,) ⊂ S and
S ⊂ R. Then, there exists aG ∈ K1 such thatG is a�-realization ofF.



3 Difficulties in Proving Completeness of Ks

In this section, we construct the canonical bimodal modelM of Ks according to [2, ch.15] and give a bit different
but direct proof of Suzuki’s theorem [6], which says that (R∩ ,) ⊂ S fails inM in spite ofKs ` (M2).

Let us introduce some basic notions. A setΓ of formulas has∀-propertyif for any schema (∀ x) A, there exists
a free variablea such thatA[a/x] ⊃ (∀ x) A ∈ Γ. We define the notions ofconsistent, maximal, andmaximal
consistent set(MCS) as usual.

We callL′ an extended language ofL by free variablesif L′ has the same parameters, bound variables, and
logical connectives asL and contains all the free variables ofL. For an extended languagesL′ of L by free
variables,V(L′) denotes the set of free variables.

For extended languagesL1, L2 of L by free variables,L1 is ω-proper sublanguage ofL2 (written: L1 @ L2

orL2 A L1) if V(L1) ⊂ V(L2) and|V(L2) \ V(L1)| ≥ ω.

Definition 7 ([2]). Fix a languageL+ of whichL is aω-proper sublanguage. Then, the canonical model ofKs is
defined as follows:

W = {w ⊂ L+ | (∃Lw) [L @ Lw @ L+ andw is MCS ofLw that enjoys∀-property]}
wRw′ ⇐⇒ {A of Lw |�A ∈ w } ⊂ w′

wS w′ ⇐⇒ {A of Lw |�A ∈ w } ⊂ w′

D(w) = { t of Lw | t is term}
cV = c ∈

⋃
w∈WD(w) for any constantsc

〈 t1, . . . , tn 〉 ∈ PV
w ⇐⇒ P(t1, . . . , tn) ∈ w, for any predicate symbolsP.

Fact 8 ([2]). Suppose thatL1 is ω-proper sublanguage ofL2. LetΛ be a consistent set of formulas ofL1. Then,
there exists a MCS∆ ofL2 such thatΛ ⊆ ∆ and∆ has∀-property.

Fact 9 ([2]). Suppose thatL @ Lw @ L+ andw is MCS ofLw. And suppose that∼ �A ∈ w. Then, there is a MCS
w′ ∈W with ∀-property in a languageLw′ @ L+ such thatLw @ Lw′ and{ ∼ A } ∪ { B ofLw |�B ∈ w } ⊂ w′.

However, the canonical model ofKs does not work well because of the following theorem.

Theorem 10([6]). (R∩ ,) ⊂ S fails in the canonical model ofKs.

Proof. Let P ∈ L be 0-ary predicate symbol. Let us considerΓ = { ∼ �P,�P }. Take the following frame inK1: W
= {0 }, R = { 〈 0,0 〉 }, S = ∅, D(0) = { a }, PV

0 = false. It is easy to check that for all element ofΓ is true at 0, i.e.,Γ
is satisfiable inK1. It follows from the soundness ofKs with respect toK1 thatΓ is consistent.

Then, we can construct MCSw of Lw A L that enjoys∀-property and satisfiesΓ ⊂ w andLw @ L+. From
Ks ` (�P∧∼ �P)) ⊃ (�B ⊃ B), we deduce that�A ∈ w impliesA ∈ w for anyA of Lw.

TakeLw′ with L @ Lw @ Lw′ @ L+. Sincew is consistent, we can construct MCSw′ of Lw′ that satisfies
w ⊂ w′ and enjoys∀-property. Note thatw , w′ andw′ ∈ W. Fromw ⊂ w′, we can deduce that�A ∈ w implies
A ∈ w′ for anyA of Lw. Thus, we conclude thatwRw′ butw , w′.

We prove thatwS w′ fails. Suppose for contradiction thatwS w′ holds. It follows from�P ∈ w thatP ∈ w′ by
the definition ofS. By Γ = { ∼ �P,�P } ⊂ w ⊂ w′, however, we have∼ �P,�P ∈ w′. FromP ∈ w′ and�P ∈ w′,
we have�P ∈ w′ by Ks ` (M2), which contradicts to∼ �P ∈ w′. Thus, we conclude thatwS w′ fails. QED

4 Kripke Completeness

Lemma 11. Suppose thatL @ Lw @ L+ andw is MCS ofLw. And, suppose that∼ �A ∈ w. Then, (1) there is a
MCSw′ ∈W with ∀-property in a languageLw′ @ L+ such thatLw @ Lw′ and{ ∼ A } ∪ { B ofLw |�B ∈ w } ⊂ w′,
or (2) { ∼ A } ∪ { B ofLw |�B ∈ w } ⊆ w.

Proof. Suppose that∼ �A ∈ w. Note thatA is a formula ofLw. (Case 1) Assume that∼ �A ∈ w. Clearly,
(1) holds. (Case 2) Assume that�A ∈ w. It follows from Ks ` A ∧ �A ⊃ �A that A ⊃ �A ∈ w. Since
∼ �A ∈ w, we have∼ A ∈ w. Let B be a formula ofLw with �B ∈ w. It follows from �A, ∼ �A ∈ w and
Ks ` �A∧∼ �A ⊃ (�B ⊃ B) that�B ⊃ B ∈ w. From�B ∈ w, we conclude thatB ∈ w. QED



Definition 12. We defineW, S, D, andV in the same way as Definition 7. We define the relationR as follows:

wRw′ ⇐⇒ [w = w′ and{A of Lw |�A ∈ w } ⊆ w] or wS w′.

Then,〈W, R,S,D,V 〉 is calledthe modified canonical model ofKs.

Remark that inclusion requirements are satisfied andS ⊂ R and (R∩ ,) ⊂ S hold trivially. Note that the
modified canonical model may containS-reflexive states.

Lemma 13(Truth Lemma). LetM be the modified canonical model ofKs. Then, for anyw inM and anyA ofLw,
M,w 
 A[−→ai/

−→ai ] ⇐⇒ A ∈ w, where−→ai are all free variables ofLw that occurs inA.

Note thatai belongs toD(w) andA admits the interpretation with respect tow in M.

Proof. Prove the equivalence by induction on the length ofA. It suffices to show the case whereA is �C.
(⇐=) Suppose that�C ∈ w. Assume thatwRx. By the definition ofR, (1) [w = x or { B of Lw |�B ∈ w }] or

(2) wS x. (Case (1)) From�C ∈ w and (1), we haveC ∈ w. (Case (2)) It follows from�C ∈ w andKs ` �C ⊃ �C
that�C ∈ w. SincewS x, we haveC ∈ w. Thus we deduce thatC ∈ w. Note that−→ai ∈ D(w) ⊂ D(x) because of the
inclusion requirement ofS. Therefore, by induction hypothesis we haveM, x 
 C[−→ai/

−→ai ] henceM,w 
 �C[−→ai/
−→ai ].

( =⇒ ) We prove the contraposition. Suppose that�C < w. Then, we deduce that (1) there is a MCSw′ ∈
W with the ∀-property in a languageLw′ A Lw such that{ ∼ C } ∪ { B of Lw |�B ∈ w } ⊂ w′, or (2) { ∼ C } ∪
{ B of Lw |�B ∈ w } ⊂ w. (Case (1)) Observe thatC is a formula ofLw′ . Since∼ C ∈ w′, we haveC < w′. From−→ai ∈ D(w) ⊂ D(w′), we deduce thatM,w′ 1 C[−→ai/

−→ai ] by induction hypothesis. It follows fromwS w′ and the

definition of R thatwRw′. Thus, we haveM,w 1 �C[−→ai/
−→ai ]. (Case (2)) Clearly,∼ C ∈ w. Note that−→ai ∈ D(w).

By induction hypothesis, we haveM,w 1 C[−→ai/
−→ai ]. It follows from { B of Lw |�B ∈ w } ⊆ w thatwRw. Therefore,

from I.H., we haveM,w 1 �C[−→ai/
−→ai ]. QED

Theorem 14. For any formulaA ofL, K1 
 A impliesKs ` A.

Proof. Suppose thatKs 0 A. There exists a MCSw of Lw A L such thatw has∀-property and∼ A ∈ w. Construct
the modified canonical frameF of Ks. S ⊂ R and (R∩ ,) ⊂ S hold trivially. TransformF into G ∈ K1 by
Proposition 6. we haveG � F andF 1 A (by Truth Lemma and∼ A ∈ w). Thus, we conclude thatG 1 A by
Proposition 4. QED
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